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seq chap \r7 \hSECTION 7

CORRECTIVE MAINTENANCE

7.1 INTRODUCTION.-  This section provides detailed maintenance procedures for the RMC to be used when a malfunction is evident or suspected.  The performance tests of section 6 aid in the identification of a symptom associated with the malfunction.  Once the system has been identified, the tables in section 7 provide probable cause and/or corrective action associated with the symptom, permitting the malfunction to be isolated to a faulty subassembly or chassis part.  In addition, to aid in locating and repairing malfunctions, reference should be made to appropriate schematic, major function, power distribution, wiring, and parts location diagrams in section 11
.

7.2  PRECAUTIONARY NOTICE:  SEMICONDUCTOR DEVICES/INTEGRATED CIRCUITS.

CAUTION

Semiconductor devices/integrated circuits can be damaged by transients, capacitive leakage currents, resistance leakage currents, and static discharges.  Therefore, body static must be discharged, and external grounds and ac lines must be disconnected to eliminate ground-return paths before touching semiconductor devices and integrated circuit terminals with hand tools or with soldering guns or irons.  Element windings have capacitance to ground.

7.2.1  Installation with reversed leads and polarity reversal of supply voltages usually results in serious degradation or failure.

7.2.2  Do not test any integrated or microelectronic circuit device without carefully observing input/output limitations and other applicable precautions.

NOTE

Before 
attempting to use ohmmeters for circuit tracing or testing, take precautions to avoid damaging the circuit under test.  Beware of destructive high currents often present on low ohm ranges.  Beware of voltages on high-ohm ranges, which may be in excess of rated breakdown voltages of transistors and diodes.  Determine the ohmmeter internal battery polarity present on the test leads (usually the reverse of the marked polarity, which applies only to the voltage or current ranges of multimeters).

7.2.3  Heat sinks are often at above-chassis-ground potential, hence precautions should be taken to avoid shock and possible short circuits.  Do not introduce obstruction to airflow near the heat sinks, the loss of cooling capacity can result in overheating with resultant damage of semiconductor devices mounted on the heat sink.

7.3  FAULT ANALYSIS AND TROUBLESHOOTING.-  Tables 7-1 through 7-8 list malfunctions and corrective actions for maintenance of the RMC to the assembly level.  After isolating the malfunction to an assembly, refer to tables 7-9 and 7-10 to locate the circuit or part causing the problem.

TABLE 7-1.  ATCBI-6 FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	
	

	Lost Communication.
	Check Cabling

	
	


TABLE 7-2.  ARSR-1/2, FPS, ASR-8

	FAULT
	TROUBLESHOOTING

	1. Digital Status and Alarms.
	Follow the procedures of paragraph 7.3.6.

	2. Commands.
	Follow the procedure of paragraph 7.3.5.

	
	


TABLE 7-3.  AZIMUTH DATA UNIT FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	1.
Analog Power Supply Reading.
	

	
	

	
a.
Specific PS reading at MDT does not match ADU reading.
	Calibrate the power supply readings at the MDT per paragraph 6.2.2.2

	
	

	
b.
Specific PS reading on MDT = 0 V, but correct at ADU.
	Follow the procedures of paragraph 7.3.9.  Look for individual broken wires rather then open or unplugged connectors.

	
	

	
c.
All ADU voltages = 0 V on MDT, but correct at equipment.
	Follow the procedures of paragraph 7.3.9.  Look for individual broken wires rather than open or unplugged connectors.

	
	

	2.
Digital Status & Alarms.
	

	
	

	
a.
Alarm at RMC but not on ADU panel.
	Check the front panel alarm light bulb and make sure it is not burned out.

	
	

	
	Follow the procedures of paragraph 7.3.5.

	
	

	
b.
Equipment alarm not being reported by RMC.
	Follow the procedures of paragraph 7.3.5.

	
	


TABLE 7-4.  COMMON DIGITIZER (CD-2)

	FAULT
	TROUBLESHOOTING

	
	

	1.
Digital Status & Alarms Problem.
	Verify on the MDT and CD-2 that the CD-2 RACI panal is in remote.

	
	

	
	Check RMC to RACI communication on MDT. 

	
	

	
	Check Check RACI Self Test on MDT.

	
	

	
	Check Cabling.

	
	

	2.
Commands.
	Verify on the MDT and CD-2 that the CD-2 RACI panal is in remote.

	
	

	
	Check RMC to RACI communication on MDT. 

	
	

	
	Check Check RACI Self Test on MDT.

	
	

	
	Check Cabling.

	
	


TABLE 7-5.  NON-ERMC RMC ENVIRONMENTAL FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	
	

	1.
Digital Status and Alarms.
	Follow the procedures of paragraph 

7.3.5.

	
	

	2.
E/G Commands.
	Follow the procedure of paragraph 7.3.4.

	
	

	
	

	
	

	
	

	
	

	
	


TABLE 7-6.  MDT FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	1.
Lost Communication with RMC.
	a.
Make sure that the technician has logged on.

	
	

	
	b.
Verify that the communication cable between the MDT and RTU unit on the RMC main mounting panel is connected.

	
	

	
	c. Exit the MDT, turn off the AC POWER

switch on the DPSU and wait 5 

seconds.

	
	

	
	d.
Turn on the DPSU AC POWER switch and restart the MDT program.

	
	

	2.
Sign in Problems.
	Verify the access password being used

and passwords are case critical. 

	
	

	3.
Lost Communication with CD‑2.
	a.
At the CD-2, verify that the REMOTE/LOCAL switch is in the REMOTE position.

	
	

	
	b.
Check the communication cable between RMC cabinet and the CD-2.

	
	

	
	c.
Verify that the CD-2 communication cable inside the RMC rack is properly connected.  

	
	

	
	

	
	


TABLE 7-7.  MPS/TANDEM FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	Lost Communication with the MPS.
	a.
Check the communication cable between RMC cabinet and the modem.

	
	

	
	b.
Verify that the modem cable inside the RMC rack is properly connected.  

	
	

	
	c.
Modem channel could be bad.

	
	

	
	d.
Data lines could be deteriorated and the modem has dropped the channel.

	
	

	
	


TABLE 7-8.  DPSU

	FAULT
	TROUBLESHOOTING

	
	

	All DPSU Lights and Fans are Off
	Check Main DPSU Fuse

	
	

	Only DPSU main power light is illuminated and the fans are operating
	a. Measure for +24 V dc between DPSU 1A2J2 pins 4 and 1

	
	

	
	b. Un-plug DPSU, open chassis and check for continuity through thermal couple. 

	
	

	
	

	DPSU +24 Vdc for command enable relays is not present at the right side of terminal blocks A01
	Measure for +24 V dc between DPSU 1A2J2 pins 3 and 1

	
	

	
	

	DPSU +24 Vdc for i/o bricks not present at the right side of terminal blocks A03
	Measure for +24 V dc between DPSU 1A2J2 pins 4 and 1

	
	


TABLE 7-9.  ATCBI-4/5 FAULT ANALYSIS

	FAULT
	TROUBLESHOOTING

	
	

	1.
ATCBI-4/5 Commands.
	Follow the procedures of paragraph 7.3.4.

	
	

	2.
ATCBI-4/5 Status.
	

	
	

	
a.
Beacon channel readback incorrect.
	Follow the procedures of paragraph 7.3.5.

	
	

	
b.
Beaon and ISM alarms not reported correctly.
	Follow the procedures of paragraph 7.3.5.

	
	

	
c.
Unable to reset ISM with the RMC.
	Make sure the ISM’s CPU is not locked up.  Is the key pad alive?  Initialize the CPU.  Turn ac power off/on.

	
	

	
	Check for light on command opto.

	
	

	
	Check wiring.

	
	

	
	

	
	

	
	

	
	

	
	

	
	


7.3.1  Troubleshooting Concept.-  The troubleshooting information provided herein supports the "remove-and-replace" maintenance concept.  That is, the major object in system troubleshooting is to locate the unit and then the subassembly within that unit which is causing improper operation.  When the defective subassembly has been located, one of two courses of action is appropriate:


a.  The defective subassembly is replaced with a spare known to be in good working order.


b.  The defective subassembly is repaired as soon as time and circumstances permit if no spare is available.

CAUTION

When removal and replacement of any component of the RMC cabinet unit 1 is necessary, completely power down the equipment as follows:

a.  Log-out of the RMC.

b.  At the DPSU, toggle the command enable switch to the disabled position.

c.  At the DPSU, toggle the main power switch to the off position.

d.  Power up the RMC cabinet unit 1 in the reverse order of 

    the power down procedure, after replacing all components 

    which were removed.

7.3.2  Group Definitions.-  The RMC troubleshooting and testing is organized into functional groups.  This organization allows common troubleshooting methods to be used within each group.  Detailed information for each parameter is given in the troubleshooting tables.  The following is a list of the troubleshooting groups:


a.  Digital commands interface group


b.  Digital status interface group


c.  Serial interface group


d.  MPS interface group


e.  MDT interface group


f.  Analog signals interface group

7.3.3  Test Equipment.-  The following two items are the test equipment required for the test procedures specified in this section.


a.  Oscilloscope


b.  High-level pulse generator

7.3.4  Digital Commands, General Troubleshooting.-


a.  If only a specific command does not function but others do, the problem is likely in the signal path of the specific command.  If all digital commands don’t function then the problem is likely in either the DPSU, command enable relays, power to i/o bricks, communication to the i/o bricks, or the RTU needs a power reset.


b.  Make sure the technician has logged on the MDT.


c.  Make sure the command enable switch on the RMC DPSU 1A2 is in the ENABLED position and its green lamp is illumunated.


d.  Verify that the LED for the command enable optical isolator is illuminated.


e.  Check that the proper LED on the optical isolator illuminates when the command is given.  If not check for the following:




1) Is the otpical isolator brick receiving power?




2) Is the optical isolator brick’s address correct?




3) Is the brick’s communication cable connected?




4) Replace the optical isolator.


f.  Use a voltmeter to check for voltage changes or ground continuity at the appropriate test points on the i/o brick when the command is sent.


d.  Use a voltmeter to confirm the command enable relay contacts are closed between the voltage/ground (input to relays) source for the command, and the input to the optical isolator (output of relays).


f.  Check for voltage/ground changes at the appropriate pins of the appropriate connector on the top of the RMC. 


g.  Perform a power reset of the RTU.




1) Toggle off the command enable switch on the DPSU




2) Toggle off the main power switch on the DPSU, wait 15 seconds, then toggle the main power switch back on.




3) Wait for the RTU to complete its start-up sequence.




4) Toggle on the command enable switch.

7.3.5  Digital Status, General Troubleshooting.-


a.  Use a voltmeter to measure the voltage change at the RMC terminal strip within the facility equipment.  If the voltage does not change with a change in equipment status, then look for a broken wire or a loose connector within the BOS facility equipment cabinet.


b.  Use a voltmeter to measure the voltage change at the appropriate terminal in the RMC rack unit 1.  If the voltage does not change with a change in equipment status, then look for either a broken wire or a loose connector in the cabling between the facility equipment and the appropriate terminal in the RMC rack unit 1.


c.  Use a voltmeter to measure the voltage change at the test points for the optical isolator on the appropriate i/o brick.  If the voltage does not change with a change in equipment status, then look for either a broken wire or a loose connector in from the brick to the RMC terminal strip.


d.  Verify that the appropriate LED on the optical isolation board flashes with a change in equipment status.  If not, change the individual optical isolation module.  Be sure to use the correct input module type.  Also verify that the i/o brick is receiving power.


e.  If the other status readbacks do not function on the i/o brick in question, check the communication cable, the address jumper configuration, and the power for the i/o brick.  If replacement of 
the upper section of the brick is necessary, configure the jumpers of the new upper brick section as required.

7.3.6  Serial Communications Interface Group Troubleshooting.-  The group involves communication with the CD-2.  The communication with the CD-2 is performed over an RS-232 interface from the RTU, through the communication interface panel, to the remote access control input (RACI) 
board in the CD-2.  Refer to the troubleshooting procedures contained in the CD-2 interface troubleshooting table 7-4.

7.3.7  MPS Interface Group Troubleshooting.-  Verification of the proper operation of the maintenance processor subsystem (MPS) interface is accomplished automatically via RMC software.  Refer to the RMC status screens of the MDT for error parameters.  Valid operation is considered to be error free; i.e., no errors being reported by the RMC.  If errors are being reported, refer to the troubleshooting procedures contained in the MPS interface troubleshooting table 7‑6.

NOTE

The method and format used by the RMC to communicate with the MPS is presented in this section.  The use of a protocol analyzer can verify proper operation.

7.3.8  MDT Interface Group Troubleshooting.-  Verification of the proper operation of the MDT interface is determined by use of the MDT.  Refer to the troubleshooting procedures contained in the MDT interface troubleshooting table 7‑5.

7.3.9  Analog Signals, General Troubleshooting.-


a.  Check the voltage on the RMC terminal strip of the facility equipment.  If a problem exists, look for either a broken wire or an open connection between the equipment power supply and the RMC terminal strip.


b.  Check the voltage at the appropriate terminal within the RMC rack unit 1.  If a problem exists, look for either a broken wire or an open connection in the cable either from the equipment to the RMC rack unit 1 or within the RMC rack unit 1.


c.  Check the voltage at the test points of the appropriate analog i/o brick.  If a problem exists, look for either a broken wire or loose connection between the brick and the RMC terminal strip.


d.  If the other analog optical isolators on the i/o brick are 
functioning properly, then change the analog optical isolator in question.


e.  If the other analog readbacks on the i/o brick do not function then check the communication cable, the address jumper configuration, and the power for the i/o brick.  If replacement of the upper section of the i/o brick is 
necessary, then configure the jumpers of the new brick upper section as required.
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